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Abstract
For each n > 2 we classify all n-dimensional algebras over an arbitrary infinite field
which have the property that the n-dimensional abelian Lie algebra is their only
proper degeneration.
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1 Introduction and statement of results

The concept of degeneration probably first arises in the second half
of the twentieth century when a lot of attention was paid to the
study of various limit processes linking physical theories. One of
the most famous examples of such a limit process is the relation be-
tween classical and quantum mechanics. Indeed, classical mechanics
can be studied as a limit case of quantum mechanics where the quan-
tum mechanical commutator [x,p] = i h (corresponding to the Hei-
senberg uncertainty principle) maps to the abelian case (that is the
classical mechanics limit) as  h → 0. The pioneering works in this
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direction were a paper by Segal [26] and a series of papers of In-
önü and Wigner [13],[14] devoted to the limit process c → ∞ in
special relativity theory showing how the symmetry group of rela-
tivistic mechanics (the Poincaré group) degenerates to the symmetry
group of classical mechanics (Galilean group). The target algebras
of such limit processes (which are nothing else but the points in the
closure in metric topology of the orbit of the initial algebra under
the “change of basis” action of the general linear group) are called
contractions (or degenerations in the more general context of an ar-
bitrary field and Zariski closure). These (and many other) examples
of degenerations have a wide range of applications in physics based
on the claim that if two physical theories are related by a limiting
process, then the associated invariance groups (and invariance alge-
bras) should also be related by some limiting process. Degenerations
of algebras also have applications in other branches of mathematics.
Thus, for example, they can be used as a tool for finding rigid alge-
bras which are important for the investigation of varieties of algebras
and their irreducible components. Degenerations are widely used for
studying different properties of flat and curved spaces and in the the-
ory of quantum groups. As the notion of degeneration is closely re-
lated to the notion of deformation (see [6]), degenerations can also be
used for investigating deformations of Lie algebras (see [20] and [4]).

Despite their theoretical and practical interest, results about degen-
erations, especially in fields other than C or R, are still fragmentary.
In [10], it is shown that the closures in the Zariski topology and in
the standard topology of the orbit of a point of an affine variety
over C under the action of an algebraic group coincide. In the same
work, again over C, for G a reductive algebraic group with Borel sub-
group B and X an algebraic set on which G acts, it is shown that
for x ∈ X the closure of the B-orbit of x has non-empty intersection
with every orbit in the closure of its G-orbit. Various necessary con-
ditions for the existence of degenerations of real and complex alge-
bras have been obtained, see for example [10],[21],[23],[24] and [25].
A criterion for a Lie algebra to be a degeneration of another Lie al-
gebra over an algebraically closed field is given in [11]. In [22] the
question of whether or not a given orbit (of a point under the ac-
tion of an algebraic group) lies in the Zariski closure of another orbit
is being considered and a method of solving this problem is pre-
sented. However, in practice it is extremely difficult to apply the
results of [11] and [22]. For some classes of algebras (like real and
complex 3- and 4-dimensional Lie algebras, low-dimensional nilpo-
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tent Lie algebras, some subclasses of Malcev algebras) the problem
of determining all degenerations within the given class has been con-
sidered, see for example [2],[21],[16],[17] and references therein.

Our motivation comes from works of Gorbatsevich (see [7],[8],[9])
and in particular the notion of the level of complexity of a finite di-
mensional algebra. One of the main purposes of the present paper is
to make a contribution in the general direction of studying degener-
ations of algebras over an arbitrary field, as the great majority of the
works in this area so far have been over an algebraically closed field
(mainly C) or R.

At this point we introduce some notation. Let V be an n-dimensio-
nal vector space over an arbitrary field F and let G = GL(n, F). Also
denote by An(F) the set of all algebra structures on V and by Kan(F)
the subset of An(F) consisting of the algebra structures satisfying
the identity [x, x] = 0 (we denote by [x1, x2] the product of the ele-
ments x1,x2 of an algebra). Next we introduce some particular alge-
bras in An(F). Let an be the n-dimensional abelian Lie algebra. Also
let hn ∈ An(F) be isomorphic to the Lie algebra direct sum

h3 ⊕ an−3

(where h3 is the Heisenberg algebra) and rn ∈ An(F) be defined as
the algebra structure for which the only nonzero products between
the basis elements of a fixed basis (v∗1, . . . , v∗n) of V are

[v∗i , v∗n] = v
∗
i = −[v∗n, v∗i ]

for 1 6 i 6 n− 1. In particular rn, hn are both Lie algebras and hence
they both belong to Kan(F). Note that rn is the only algebra structure
in Kan(F) other than an which satisfies the condition that the product
of any two of its elements is a linear combination of the same two
elements.

We consider the natural “change of basis” action of G on Fn
3
, re-

garded as a space of structure vectors (we say that

λ∈Fn
3

is a structure vector for g∈An(F) if there exists a basis of V relative
to which λ is the vector of structure constants for g). The algebra
structure g degenerates to g1 (g, g1 ∈ An(F)) if there exist λ, µ struc-
ture vectors for g, g1 respectively (λ, µ ∈ Fn

3
) such that µ belongs to
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the Zariski-closure of the orbit of λ resulting from the above action.
One can easily observe that if F is infinite then every g ∈ An(F)

degenerates to an. Our first result deals with the problem of deter-
mining the isomorphism classes of algebras in Kan(F) that have an as
their only proper degeneration in the case F is an arbitrary infinite
field. Note that the special case F = C is already settled in Theorem 1

of [7]; see also Theorem 5.2 of [19] for the case F = R.

Theorem 1.1 Let n > 3 and let F be an arbitrary infinite field. Then,
among all n-dimensional algebras satisfying the identity [x, x] = 0, the al-
gebras rn and hn are the only ones (up to isomorphism) which have the n-di-
mensional abelian Lie algebra an as their only proper degeneration.

Before stating the next result we need to introduce some more no-
tation. Let

δn = (δijk) and εn(α) = (εijk(α)),

for α ∈ F, be the elements of Fn
3

which are defined by δ112 = 1F (all
other δijk being zero) and

ε111(α) = 1F, ε1ii(α) = α, εi1i(α) = (1F −α)

for 2 6 i 6 n (all other εijk(α) being zero). Also, for α ∈ F, let dn
and en(α) be the elements of An(F) whose structure vectors relative
to our fixed basis (v∗i )

n
i=1 are δn and εn(α) respectively.

Theorem 1.2 Let n > 3 and let F be an arbitrary infinite field. Then dn
together with the family {en(α) : α ∈ F} give a complete list of non-
isomorphic elements of An(F) \Kan(F) which have an as their only proper
degeneration.

We remark that the special case F = C in Theorem 1.2 is already
settled in Theorem 2.3 of [18].

The paper is organized as follows. In Section 2 we give some nec-
essary background. In Section 3 we introduce the notion of degen-
eration and discuss some necessary conditions for an algebra to de-
generate to another. Moreover, in Section 3, a key result is proved
(Lemma 3.9) which enables us to “translate” results of limiting pro-
cesses (involving diagonal matrices) in the metric topology of C or R

to results in the Zariski topology over an arbitrary infinite field. In
Section 4 we provide a completely elementary self-contained proof
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of Theorem 1.1 (where we also use ideas from [18],[19]) and we dis-
cuss how the conclusion of this theorem can be used to obtain infor-
mation about the composition series of Kan(F) (regarded as an FG-mo-
dule) via the action of G = GL(n, F) we are considering. Finally, in Se-
ction 5 we provide a proof of Theorem 1.2.

2 Preliminaries

Fix a positive integer n with n > 2, an arbitrary field F and let
G = GL(n, F).

It will be convenient to regard the n3 triples (i, j, k) for

1 6 i, j, k 6 n

as an ordered n3-tuple of triples by placing, for 1 6 m 6 n3, at
the mth position of this n3-tuple the triple (i1, j1, k1) where i1, j1, k1
are the unique integers with 1 6 i1, j1, k1 6 n satisfying

m− 1 = (i1 − 1)n
2 + (j1 − 1)n+ (k1 − 1).

This amounts to ordering the triples lexicographically.

Definition 2.1 (i) An n-dimensional F-algebra (not necessarily as-
sociative) is a pair (A, [, ]) where A is a vector space over F with
dimFA = n and

[, ] : A×A→ A : (x,y) 7→ [x,y] (x,y ∈ A)

is an F-bilinear map (we call [x,y] the product of x and y).

(ii) An ideal of an F-algebra (A, [, ]) is an F-subspace J of A such
that [a,b] and [b,a] belong to J for all b ∈ J and a ∈ A.

Let (A, [, ]) be an n-dimensional F-algebra and suppose that

(b1, . . . ,bn)∈An

is an ordered F-basis for the vector space A. Then, by bilinearity of
the bracket, we see that the multiplication in (A, [, ]) is completely de-
termined by the products [bi,bj], 1 6 i, j 6 n. The structure constants
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of this algebra with respect to the basis (b1, . . . ,bn) are the scalars
αijk ∈ F (1 6 i, j, k 6 n) given by

[bi,bj] =
n∑
k=1

αijkbk.

We will regard this set of structure constants αijk as an ordered n3-
tuple

(αijk)16i,j,k6n ∈ Fn
3

via the ordering on the triples (i, j, k) for 1 6 i, j, k 6 n we have fixed
above.
For example, when n = 2, we have

(αijk) = (α111,α112,α121,α122,α211,α212,α221,α222) ∈ F8.

We call the n3-tuple α = (αijk) ∈ Fn
3

the structure vector of (A, [, ])
relative to the F-basis (b1, . . . ,bn) of A. More generally, we call the
element

β = (βijk)16i,j,k6n ∈ Fn
3

a structure vector for (A, [, ]) if there exists an ordered F-basis

(b ′1, . . . ,b ′n)

for A relative to which the structure vector for (A, [, ]) is β = (βijk),
that is

[b ′i,b
′
j] =

n∑
k=1

βijkb
′
k

for 1 6 i, j 6 n.

Recall that the n-dimensional F-algebras

(A1, [, ]1) and (A2, [, ]2)

are called F-isomorphic if there exists a bijective F-linear map

Ψ : A1 → A2

such that
Ψ([x,y]1) = [Ψ(x),Ψ(y)]2
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for all x,y ∈ A1.

Remark 2.2 (i) Suppose that

Ψ : A1 → A2

defines an isomorphism between the n-dimensional F-algebras

(A1, [, ]1) and (A2, [, ]2).

Also let (c1, . . . , cn) be an F-basis of A1. It is easy to observe that the
structure vectors of

(A1, [, ]1) and (A2, [, ]2)

relative to the F-bases (c1, . . . , cn) and (Ψ(c1), . . . ,Ψ(cn)) of A1
and A2 respectively coincide.

(ii) Conversely, if the two n-dimensional F-algebras (A1, [, ]1)
and (A2, [, ]2) have a common structure vector, then they are neces-
sarily F-isomorphic. ut

For the rest of the paper we fix V to be an n-dimensional F-vector
space. We also fix (v∗1, . . . , v∗n) to be an ordered F-basis of V . We will
be referring to this basis of V on several occasions in the sequel.

Definition 2.3 We call g an algebra structure on V if g is an F-algebra
having V as its underlying vector space (and hence has multiplication
defined via a suitable F-bilinear map [, ]g : V × V → V). We denote
by An(F) the set of all algebra structures on V .

It is then clear from the preceding discussion that any n-dimensio-
nal F-algebra is F-isomorphic to an element of An(F). For
g1, g2 ∈ An(F) we write

g1 ' g2

to denote the fact that g1 is isomorphic to g2 as F-algebras.
Also observe that if g = (V , [, ]g) is an algebra structure on V , we

have
[0V , x]g = 0V = [x, 0V ]g

for all x ∈ V . Hence, the zero vector 0V of V is the zero element of
any g ∈ An(F).
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Remark 2.4 We can regard An(F) as an F-vector space. For

g1 = (V , [, ]1), g2 = (V , [, ]2) ∈ An(F)

and α ∈ F we define g1 + g2 = (V , [, ]) ∈ An(F) where

[x,y] = [x,y]1 + [x,y]2

and αg1 = (V , [, ]α) where [x,y]α = α[x,y]1 for all x,y ∈ V . It is then
easy to check that the maps [, ], [, ]α : V × V → V are both F-bilinear
and that they turn An(F) into an F-space.

Regarding Fn
3

as an F-vector space, as usual, via the natural (com-
ponentwise) addition and scalar multiplication, we can then obtain
an isomorphism of F-vector spaces

Θ : An(F)→ Fn
3

such that the image of an algebra structure g ∈ An(F) is the structure
vector of g relative to the basis (v∗1, . . . , v∗n) of V we have fixed. ut

Definition 2.5 With the help of the bijection Θ : An(F) → Fn
3
,

given in Remark 2.4 we can define a map

Ω : Fn
3
×G→ Fn

3
: (λ, g) 7→ λg (λ ∈ Fn

3
, g = (gij) ∈ G)

where λg ∈ Fn
3

is the structure vector of Θ
−1
(λ) ∈ An(F) relative to

the basis (v1, . . . , vn) of V given by

vj =

n∑
i=1

gijv
∗
i

(we call g ∈ G the transition matrix from the basis (v∗i )
n
i=1 to the

basis (vi)
n
i=1 of V).

Remark 2.6 With the setup and notation of Definition 2.5, we see
that Θ

−1
(λ) is the algebra structure g1 on V having λ as its structure

vector relative to the basis

(v∗1, . . . , v∗n)

of V we have fixed. If now g2 ∈ An(F) also has structure vector λ
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relative to some basis (ui)
n
i=1 of V , then the structure vector of g2

relative to the basis (u ′i)
n
i=1 of V given by

u ′j =
n∑
i=1

gijui

is again λg. This means that the resulting vector λg ∈ Fn
3

obtained
from λ ∈ Fn

3
via the “change of basis” process in Definition 2.5

which is determined by the element g = (gij) ∈ G does not depend
on the choice of the pair (g ∈ An(F), ordered basis for V) that deter-
mines λ (note that in general there are more than one such pairs). ut

It is then easy to observe that the map Ω defines a linear right
action of G on Fn

3
. We can thus regard Fn

3
as a right FG-module

via this action.

The orbit of λ ∈ Fn
3

with respect to the action given in Defini-
tion 2.5 will be denoted by O(λ).

Note that the orbits resulting from this action correspond precisely
to the isomorphism classes of n-dimensional F-algebras (this is im-
mediate from Remark 2.2).

We now recall briefly some basic facts on algebraic sets.
Let F[X] be the ring

F[Xijk : 1 6 i, j, k 6 n]

of polynomials in the indeterminates Xijk (1 6 i, j, k 6 n) over F. For
each

µ = (µijk) ∈ Fn
3

we can define the evaluation map

evµ : F[X]→ F

to be the unique ring homomorphism F[X]→ F such that

Xijk 7→ µijk

for 1 6 i, j, k 6 n and which is the identity on F. A subset W of Fn
3

is algebraic (and thus closed in the Zariski topology on Fn
3
) if there
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exists a subset S ⊆ F[X] such that

W = {µ = (µijk) ∈ Fn
3
: evµ(f) = 0F for all f ∈ S}.

The Zariski closure of a subset Y of Fn
3

will be denoted by Y. Finally,
for U ⊆ Fn

3
, the vanishing ideal I(U) of U is defined by

I(U) = {f ∈ F[X] : evµ(f) = 0F for all µ ∈ U}.

Next we introduce some subsets of An(F) which are defined via
polynomial identities.

(i) Ban(F) = {g = (V , [, ]) ∈ An(F) : [[x1, x2], x3] = 0V for all
x1, x2, x3 ∈ V} (this is the set of algebra structures on V which
are nilpotent of class at most 2).

(ii) Kan(F) = {g = (V , [, ]) ∈ An(F) : [x, x] = 0V for all x ∈ V} (note
that [x, x] = 0V for all x ∈ V implies that [x,y] = −[y, x] for all
x,y ∈ V ; in particular, for char F 6= 2, we have that Kan(F) is
precisely the set of skew-symmetric algebra structures on V).

(iii) Lan(F) = {g = (V , [, ]) ∈ Kan(F) : [x, [y, z]]+ [y, [z, x]]+ [z, [x,y]] =
0V for all x,y, z ∈ V} (this is the set of algebra structures
in Kan(F) satisfying the Jacobi identity and hence it is precisely
the set of Lie algebra structures on V).

Denote by Bn(F), Kn(F), Ln(F) the subsets of Fn
3

which are the
images of Ban(F), Kan(F), Lan(F) respectively via the map Θ given
in Remark 2.4.

Remark 2.7 It is immediate from the way they are defined that

Bn(F), Kn(F) and Ln(F)

are all unions of orbits. Below we will also see that these subsets
of Fn

3
are algebraic (Zariski-closed) as they can be described via

polynomial equations. For the rest of the discussion in this remark

(e1, . . . , en)

denotes an arbitrary F-basis of V and g = (V , [, ]) an element of An(F).
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(i) To establish that Bn(F) is algebraic, first observe that g ∈ Ban(F)
if, and only if, [[ei, ej], ek] = 0V for 1 6 i, j, k 6 n. Consequently, we
have

Bn(F) =

{
λ=(λijk) ∈ Fn

3
:
∑
l

λijlλlkm = 0F for 1 6 i, j, k,m 6 n

}

showing that Bn(F) is a Zariski-closed subset of Fn
3
.

(ii) Also observe that g ∈ Kan(F) if, and only if, we have [ei, ei] = 0V
and

[ei, ej] + [ej, ei] = 0V

for 1 6 i, j 6 n. It follows that

Kn(F) = {λ = (λijk) ∈ Fn
3
: λiik = 0F

and λijk + λjik = 0F for all 1 6 i, j, k 6 n}.

Clearly Kn(F) is an F-subspace of Fn
3

with

dimF Kn(F) = 1
2n
2(n− 1)

and hence it is an algebraic set. Alternatively, it is easy to see that
µ ∈ Kn(F) if, and only if, evµ(f) = 0F for all

f ∈ {Xiik : 1 6 i, k 6 n}∪ {Xijk +Xjik : 1 6 i, j, k 6 n} ⊆ F[X].

(iii) Similar argument shows that

Ln(F) =
{
λ = (λijk) ∈ Kn(F) :∑

k

(λijkλklm + λjlkλkim + λlikλkjm) = 0F for 1 6 i, j, l,m 6 n
}

(see also page 4 of [15]). ut

Since Kn(F) is an F-subspace of Fn
3

which is also a union of or-
bits, it can be regarded as an FG-module via the (linear) action of G
on Fn

3
we are considering.

For the rest of the paper, by an FG-submodule of Fn
3

we will mean
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any subspace of Fn
3

which is also an FG-module via the action of G
on Fn

3
given in Definition 2.5.

Example 2.8 Let an be the algebra structure on V with multiplica-
tion defined by [x,y] = 0V for all x,y ∈ V . Then the structure vector
of an relative to any basis of V is the zero vector

0 = (0F, . . . , 0F, . . . , 0F)

of Fn
3
. The orbit of 0 under the action of G we have described

thus consists of precisely one point and hence it is Zariski-closed.
Clearly an ∈ Lan(F), in other words it is a Lie algebra structure on V .
The algebra an is known as the n-dimensional abelian Lie algebra
over F. Observe that for char F 6= 2 the only algebra structure

g = (V , [, ]) ∈ Kn(F)

satisfying the commutativity relation

[x,y] = [y, x]

for all x,y ∈ V is the abelian Lie algebra an. Note, however, that
when char F = 2, we have that every skew-symmetric algebra satis-
fies the commutativity relation. ut

3 Degenerations

Recall that for λ ∈ Fn
3

and g ∈ G we denote by λg the image of

(λ, g) ∈ Fn
3
×G

under the map Ω in Definition 2.5.

For each g ∈ G define a function

Φg : Fn
3
→ Fn

3
: µ 7→ µg(µ ∈ Fn

3
).

Then Φg is a regular map for each g ∈ G and hence continuous in
the Zariski topology. To see this, fix g ∈ G. It follows from the change
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of basis process that for each µ ∈ Fn
3

we get

Φg(µ) = (evµ(f1), . . . , evµ(fn3))

where, for 1 6 i 6 n3, fi is a polynomial in F[X] which only depends
on the element g ∈ G.

The following result is elementary but for completeness we pro-
vide a proof for it.

Lemma 3.1 Let λ,µ ∈ Fn
3

with µ ∈ O(λ). Then

O(µ) ⊆ O(λ)

(and hence O(µ) ⊆ O(λ)).

Proof — Assume the hypothesis and let µ∗ ∈ O(µ). It follows that

µ∗ = µg∗

for some g∗ ∈ G. Suppose now that U is an open subset of Fn
3

containing µ∗. It is enough to show that O(λ)∩U 6= ∅. Invoking the
fact that the map

Φg∗ : Fn
3
→ Fn

3

is continuous, we see that Φ−1
g∗ (U) is an open subset of Fn

3
. Now

µ∗ = µg∗ = Φg∗(µ) ∈ U,

so µ ∈ Φ−1
g∗ (U). But µ ∈ O(λ), hence there exists

λ ′ ∈ O(λ)

such that λ ′ ∈ Φ−1
g∗ (U). This means that

Φg∗(λ
′) = λ ′g∗ ∈ U.

Hence λ ′g∗ ∈ O(λ) ∩U ensuring that O(λ) ∩U is non-empty as re-
quired. ut

More can be said under the assumption that F is algebraically
closed using the theory of algebraic groups (see [1],[5],[12]). In par-
ticular, the closed orbit lemma ensures that orbits are locally closed.
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Definition 3.2 Let g1, g2 ∈ An(F). We say that g1 degenerates to g2
(respectively, g1 properly degenerates to g2) if there exist structure
vectors λ1 of g1 and λ2 of g2 such that λ2 ∈ O(λ1) (respective-
ly, λ2 ∈ O(λ1) \O(λ1)).

In the following remark we include some observations which are
immediate from this definition.

Remark 3.3 Let g1, g2 ∈ An(F).
(i) We have that g1 degenerates to g2 if, and only if, µ2 ∈ O(µ1)

whenever µ1 is a structure vector of g1 and µ2 is a structure vector
of g2 (similarly for proper degenerations).

(ii) Suppose that g∗1, g∗2 ∈ An(F) are such that g∗1 ' g1 and g∗2 ' g2.
It then follows that g∗1 degenerates (resp., properly degenerates) to g∗2
whenever g1 degenerates (resp., properly degenerates) to g2. ut

It is then clear from the above definition and remark that the notion
of degeneration (since it only depends on the isomorphism classes
of the algebras involved) can be extended to cover all F-algebras and
not just algebra structures on our vector space V .

Example 3.4 (i): The case F is a finite field.
If F is finite, it is then obvious that any orbit in Fn

3
under the action

of G we are considering consists of a finite set of points. But points
are closed sets in the Zariski topology. Consequently, when F is finite,
all orbits in Fn

3
are closed in the Zariski topology. We conclude that

there exist no proper degenerations over finite fields.

(ii): Degenerations in K2(F).
Let

λ = (λijk)16i,j,k62 ∈ F2
3

where λ121 = 1F = −λ211, λ122 = 1F = −λ212 (all other λijk equal
to 0F); then λ is a structure vector for g = (V , [, ]) ∈ An(F) relative to
basis (e1, e2) of V where

[e1, e2] = e1 + e2 = −[e2, e1] and [e1, e1] = 0V = [e2, e2].

Note that λ is a Lie algebra structure vector. Consider the change of
basis

e ′1 = αe1, e ′2 = βe2
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where α, β are both nonzero elements of F. The products between
the elements of this new basis are given by: [e ′1, e ′1] = 0V = [e ′2, e ′2],

[e ′1, e ′2] = αβ[e1, e2] = αβ(e1+e2) = αβ(α−1e ′1+β
−1e ′2) = βe

′
1+αe

′
2

and [e ′2, e ′1] = −βe ′1 −αe
′
2. If, instead, we set

e ′1 = β(e1 + e2), e ′2 = βe2

with β 6= 0F (resp., e ′1 = αe1, e ′2 = α(e1 + e2) with α 6= 0F), we get
that

(0F, 0F,β, 0F,−β, 0F, 0F, 0F) ∈ O(λ)

(resp., (0F, 0F, 0F,α, 0F,−α, 0F, 0F) ∈ O(λ)). Consequently,

K2(F) = {(0F, 0F,β,α,−β,−α, 0F, 0F) : α,β ∈ F} ⊆ O(λ)∪ {0}

⊆ L2(F) ⊆ K2(F).

We conclude that
K2(F) = O(λ)∪ {0}

and hence it is a union of two orbits. But K2(F) is an irreducible
subset of Fn

3
if F is infinite (this follows, for example, from Exam-

ple 1.1.3 and Remark 1.3.2 of [5]) verifying that 0 ∈ O(λ) under the
assumption that F is infinite. Moreover, the above argument shows
that K2(F) is an irreducible FG-submodule of F2

3
for any field F

(including finite fields). ut

In view of the above example, for the rest of the paper we will
assume that F is an arbitrary infinite field.

Our next aim is to prove Lemma 3.9 which will play some part in
the proof of our main result.

Definition 3.5 Let

S ⊆ T = {(i, j, k) ∈ Z3 : 1 6 i, j, k 6 n}.

We define degS f for a non-zero monomial

f ∈ F[Xi,j,k : (i, j, k) ∈ T ]
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to be the degree of the monomial obtained from f by specializing
to 1F each of the indeterminates Xi,j,k with

(i, j, k) ∈ T \ S

and which occur in f. In particular, degT f = deg f.

Definition 3.6 Let

q̂ = (q1, . . . ,qn) ∈ Zn

be given. Also let T be as in Definition 3.5.
(i) For each r ∈ Z, define the subset S(q̂, r) of T by

S(q̂, r) = {(i, j, k) ∈ T : qi + qj − qk = r}.

(ii) Define the q̂-auxiliary degree of a nonzero monomial

f ∈ F[Xijk : (i, j, k) ∈ T ]

by

q̂_aux_deg(f) =


∑
r>0 rdegS(q̂,r) f, if no indeterminate Xijk with

(i, j, k) ∈ ∪r<0S(q̂, r) occurs in f,

0, otherwise.

(iii) Given a structure vector λ = (λijk) ∈ Fn
3
, define a new struc-

ture vector
λ(q̂) = (λijk(q̂)) ∈ Fn

3

by

λijk(q̂) =

{
λijk, if (i, j, k)∈∪r60S(q̂, r),

0F, otherwise.

It is clear from the above definition that, given q̂ ∈ Zn, only finitely
many of the S(q̂, r) are nonempty as r runs through Z, and T is the
disjoint union of these nonempty S(q̂, r).

Moreover, nonzero constants (which are monomials of degree zero)
have q̂-auxiliary degree zero for any choice of q̂. However, in general,
it is possible for a nonzero monomial f (with deg f > 0) to have q̂-au-
xiliary degree zero for a certain choice of q̂ ∈ Zn, even though none
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of the indeterminates Xijk with

(i, j, k) ∈
⋃
r<0

S(q̂, r)

occurs in f (these are precisely the monomials which are composed
solely by indeterminates Xijk with (i, j, k) ∈ S(q̂, 0), provided
S(q̂, 0) 6= ∅).

Example 3.7 (i) Let
q̂ = (qi)

n
i=1 ∈ Zn

with qi = 1 for 1 6 i 6 n. Then S(q̂, r) = ∅ for r 6= 1 and T = S(q̂, 1).
Then, for a nonzero monomial

f ∈ F[Xijk : (i, j, k) ∈ T ],

we have q̂_aux_deg f = deg f.
(ii) Fix m ∈ Z with 1 6 m < n and let

q̂ = (qi)
n
i=1 ∈ Zn

with qi = 0 for 1 6 i 6 m and qi = 1 for m + 1 6 i 6 n. Then
S(q̂, r) = ∅ for all r ∈ Z \ {−1, 0, 1, 2}. We also have

S(q̂,−1) = {(i, j, k) ∈ T : 1 6 i, j 6 m and m+ 1 6 k 6 n}

and
S(q̂, 0) = {(i, j, k) ∈ T : 1 6 i, j, k 6 m}

∪ {(i, j, k) ∈ T : 1 6 i 6 m and m+ 1 6 j, k 6 n}

∪ {(i, j, k) ∈ T : 1 6 j 6 m and m+ 1 6 i, k 6 n}.

(iii) Suppose n > 3 and let

q̂ = (qi)
n
i=1 ∈ Zn

with qi = 1 for 1 6 i 6 2 and qi = 2 for i > 3. Here

S(q̂, 0) = {(i, j, k) ∈ T : 1 6 i, j 6 2 and 3 6 k 6 n}

and S(q̂, r) = ∅ for all r ∈ Z \ {0, 1, 2, 3}. ut
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Remark 3.8 Given q̂ ∈ Zn and a nonzero polynomial

h ∈ F[Xijk : (i, j, k) ∈ T ],

it will be useful to consider the (unique) decomposition of h (relative
to q̂) in the form h = h0 + h1 + . . .+ hm (with

hl ∈ F[Xijk : (i, j, k) ∈ T ]

for 0 6 l 6 m, hm 6= 0), where, for each l = 0, 1, . . . ,m, the polyno-
mial hl is the sum of all nonzero monomials of q̂-auxiliary degree l
occurring in h (if for some l, with 0 6 l 6 m− 1, no monomial of
q̂-auxiliary degree l occurs in h, then hl is taken to be the zero poly-
nomial). ut

Lemma 3.9 Let q̂ = (qi)
n
i=1 ∈ Zn and let λ = (λijk) ∈ Fn

3
(where F

is infinite). Suppose further that λijk = 0F whenever

(i, j, k) ∈
⋃
r<0

S(q̂, r).

Then λ(q̂) ∈ O(λ) (in particular, the hypothesis of the lemma is satisfied
regardless of the choice of λ by all q̂ ∈ Zn such that ∪r<0S(q̂, r) = ∅).

Proof — Let
q̂ = (qi)

n
i=1 ∈ Zn

and suppose the hypothesis of the lemma is satisfied for

λ = (λijk) ∈ Fn
3

(that is, λijk = 0F whenever (i, j, k) ∈ ∪r<0S(q̂, r)). Temporarily fix
τ ∈ F∗ and let

λ(τ) = (λijk(τ)) ∈ Fn
3

where
λijk(τ) = τ

qi+qj−qkλijk

(as usual, we take τ0 = 1F and for m ∈ Z, m < 0, we take

τm = (τ−1)−m

with τ−1 being the unique multiplicative inverse of τ in F∗, where F∗

denotes the set of invertible elements of F).
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Observe that if λ is the structure vector of the algebra g ∈ An(F)
relative to the ordered F-basis (e1, . . . , en) of V , then λ(τ) is the struc-
ture vector of g relative to a new basis (e1(τ), . . . , en(τ)) of V defined
by

ei(τ) = τ
qiei

for 1 6 i 6 n. It follows that λ(τ) ∈ O(λ). It is also easy to see that for
each r ∈ Z, we have λijk(τ) = τrλijk if, and only if, (i, j, k) ∈ S(q̂, r).
Consequently, our hypothesis that λijk = 0F whenever

(i, j, k) ∈
⋃
r<0

S(q̂, r)

ensures that
λijk(τ) = λijk

whenever
(i, j, k) ∈

⋃
r60

S(q̂, r).

Now let h be any nonzero polynomial in the vanishing ideal ofO(λ)
and consider the decomposition h = h1 + . . .+ hm with hm 6= 0 de-
scribed in Remark 3.8. By setting αl = evλ(hl) ∈ F for 0 6 l 6 m we
get, in view of the discussion above, that

evλ(τ)(hl) = τ
l evλ(hl) = τ

lαl

for 0 6 l 6 m. Invoking the fact that λ(τ) ∈ O(λ) we get that

0F = evλ(τ)(h) = evλ(τ)(h0) + evλ(τ)(h1) + . . .+ evλ(τ)(hm)

= α0 +α1τ+ . . .+αmτ
m.

This last equality is true independent of the original choice of τ ∈ F∗

so the fact that F is an infinite field ensures that

α0 = α1 = . . . = αm = 0F.

Next observe that it is immediate from the definition of λ(q̂) and the
hypothesis in the statement of the lemma we have assumed, that

evλ(q̂)(hl) = 0F
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for 1 6 l 6 m and that evλ(q̂)(h0) = evλ(h0). To see this last point
there are two cases to consider:

(i) a nonzero monomial f occurring in h0 contains an indetermi-
nate Xijk with (i, j, k) ∈ ∪r<0S(q̂, r) and

(ii) a nonzero monomial f occurring in h0 does not contain an
indeterminate Xijk with (i, j, k) ∈ ∪r<0S(q̂, r) in which case it also
does not contain Xijk with (i, j, k) ∈ ∪r>0S(q̂, r). Then clearly

evλ(q̂) f = evλ f

in both cases.

We conclude that

evλ(q̂)(h) = evλ(q̂)(h0) = evλ(h0) = α0 = 0F

and this is enough to complete the proof that λ(q̂) ∈ O(λ). ut
Example 3.10 (i) Let

q̂ = (qi)
n
i=1 ∈ Zn

where qi = 1, 1 6 i 6 n. We have seen in Example 3.7 (i) that⋃
r<0

S(q̂, r) = ∅.

Moreover, λ(q̂) = 0 (the structure vector of the abelian Lie algebra an)
for any λ in Fn

3
. It is now immediate from Lemma 3.9 that any

(n-dimensional) algebra g ∈ An(F) degenerates to an (a well-known
result). It also follows from the proof of Lemma 3.9 (with the choice
of q̂ we have made here) that the vanishing ideal of O(λ) is generated
by homogeneous polynomials for any λ ∈ Fn

3
.

(ii) Suppose
g ∈ An(F)

has an m-dimensional ideal g1 for some m with 1 6 m < n. Pick
a basis (e1, . . . , en) for V by completing a basis (e1, . . . , em) of the
underlying space for g1 and let λ be the structure vector of g relative
to (e1, . . . , en). Also let

q̂ = (qi)
n
i=1 ∈ Zn
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with qi = 0 for 1 6 i 6 m and qi = 1 for m+ 1 6 i 6 n. Comparing
with Example 3.7 (ii) we see that with this choice of λ and q̂ the
hypothesis of Lemma 3.9 is satisfied. Also observe that λrst = 0F

whenever

(r, s, t) ∈ {(i, j, k) ∈ T : 1 6 i 6 m and m+ 1 6 j, k 6 n}

∪ {(i, j, k) ∈ T : 1 6 j 6 m and m+ 1 6 i, k 6 n}

since g1 is an ideal. We conclude that λ(q̂) ∈ O(λ). But λ(q̂) is a
structure vector for g2 ∈ An(F), where g2 is isomorphic to g1⊕ an−m
(algebra direct sum). Later on we will see that this result is not true
in general if we only assume that g1 is a subalgebra of g. ut

3.1 Some necessary conditions

Various authors (see for example [10],[21],[23],[24],[25]) have consid-
ered necessary conditions for degenerations within special classes of
algebras. In this subsection we consider some of these conditions in
the more general context of algebras over an arbitrary field.

Definition 3.11 Let g = (V , [, ]) ∈ An(F). Define the left annihilator
of g by

annL g = {c ∈ V : [c,a] = 0V for all a ∈ V}.

Similarly we can define the right annihilator annR g. The two-sided
annihilator of g is defined by ann g = annL g∩ annR g.

Note that annL g, annR g and ann g are all F-subspaces of V . In fact,
ann g is an ideal of g. Also observe that if g ∈ Kan(F) then

annL g = ann g = annR g.

In particular, annL g = Z(g), the center of g, when g ∈ Lan(F).

Remark 3.12 If
g = (V , [, ]g) ∈ Kan(F)

then dimF(ann g) 6= n− 1.
Indeed, if

dimF ann(g) = n− 1

we can then complete a basis (ei)
n−1
i=1 of ann g to a basis (ei)

n
i=1 of V .

But then
en ∈ ann g
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since
[en, ei]g = 0V = [ei, en]g

for all 1 6 i 6 n, which is a contradiction. In particular, when-
ever g ∈ Lan(F) with g 6= an then dimF Z(g) 6 n− 2. ut
Proposition 3.13 (see Theorem 19.11 at page 153 of [3]) Let

r, s, t ∈ Z

with r > 1, s > 1 and t > 0. Also let ã ∈ Fr×s. Then rank ã 6 t if, and
only if, all k-rowed minor determinants of ã are zero for k > t.

Definition 3.14 Let
λ = (λijk) ∈ Fn

3
.

We define the n×n2 matrices

ã(λ) = (α̃lm)16l6n,16m6n2

and
b̃(λ) = (β̃lm)16l6n,16m6n2

in Fn×n
2

as follows: The coefficient α̃lm (resp., β̃lm ) is the entry
in position

(l− 1)n2 +m (resp., (m− 1)n+ l)

of the ordered n3-tuple (λijk) (relative to the ordering we have fixed
at the beginning).

For example, for n = 3 we have that

ã(λ) =

 λ111 λ112 λ113 λ121 λ122 λ123 λ131 λ132 λ133
λ211 λ212 λ213 λ221 λ222 λ223 λ231 λ232 λ233
λ311 λ312 λ313 λ321 λ322 λ323 λ331 λ332 λ333

 .

Note that λ = (λijk) can be recovered from ã(λ) by placing its rows
one next to the other (starting from the first row and ending with the
last one). Also, for n = 3,

b̃(λ) =

 λ111 λ121 λ131 λ211 λ221 λ231 λ311 λ321 λ331
λ112 λ122 λ132 λ212 λ222 λ232 λ312 λ322 λ332
λ113 λ123 λ133 λ213 λ223 λ233 λ313 λ323 λ333

 .

Note that the “transpose” of λ can be recovered from b̃(λ) by plac-
ing the columns of b̃(λ) one below the other (starting from the first
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column and ending with the last one).

Remark 3.15 It is then immediate from Proposition 3.13 that the
sets

{λ ∈ Fn
3
: rank ã(λ) 6 t}

and
{λ ∈ Fn

3
: rank b̃(λ) 6 t}

are both closed subsets of Fn
3

in the Zariski topology for any non-
negative integer t.

For
g = (V , [, ]g) ∈ An(F)

we denote by g2 the F-subspace of g spanned by all products of
the form [x,y]g with x,y ∈ V .

Lemma 3.16 Let g = (V , [, ]) ∈ An(F) and let λ be any structure vector
of g. Then,

(i) dimF(annL g) = n− rank ã(λ)

(ii) dimF g2 = rank b̃(λ)

Proof — Assume the hypothesis. Then there exists an F-basis
(ei)

n
i=1 of V relative to which λ is the structure vector of g.

(i) Let
Ψ : Fn → Fn

2
: x̃ 7→ x̃ã(λ), (x̃ ∈ Fn)

(here we identify Fr with F1×r). It is then easy to see that

α1e1 + . . .+αnen ∈ annL g (αi ∈ F)

if, and only if,
(α1, . . . ,αn) ∈ kerΨ.

Moreover,
dimF imΨ = rank ã(λ)

(since imΨ is the F-span of the rows of ã(λ)). We conclude that

dimF(annL g) = dimF kerΨ = n− rank ã(λ).

(ii) This is immediate once we observe that g2 is the F-span of all
the products of the form [ei, ej] for 1 6 i, j 6 n. ut
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Lemma 3.17 Let g, g1 ∈ An(F) and suppose that g degenerates to g1.
Then,

dimF(annL g1) > dimF(annL g)

and dimF g21 6 dimF g2.

Proof — Assume the hypothesis and let λ and ν be structure vec-
tors of g and g1 respectively. Also let

S1(λ) = {µ ∈ Fn
3
: rank ã(µ) 6 rank ã(λ)}

and
S2(λ) = {µ ∈ Fn

3
: rank b̃(µ) 6 rank b̃(λ)}.

In the argument below S(λ) can be any one of S1(λ), S2(λ). It is clear
from Lemma 3.16 that S(λ) is a union of orbits, in particular

O(λ) ⊆ S(λ).

Moreover, the set S(λ) is Zariski-closed (see Remark 3.15). It follows
that

O(λ) ⊆ S(λ)

and hence ν ∈ S(λ) since we have assumed that ν ∈ O(λ). Hence

rank ã(ν) 6 rank ã(λ)

and rank b̃(ν) 6 rank b̃(λ). Invoking Lemma 3.16 again we get the
desired result. ut

4 Orbit closures in Kn(F) consisting of precisely
two orbits

We continue with our assumption that F is an arbitrary infinite field.
For this section we also assume that n > 3 (compare with Exam-
ple 3.4).

Our next aim is to provide a proof of Theorem 1.1. This is achieved
via a sequence of lemmas. We also discuss how this theorem can be
used in order to obtain information about the composition series of
the FG-module Kn(F).
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First we introduce the algebra structures rn and hn ∈ Lan(F).

Definition 4.1 Let

ρ = (ρijk) and η = (ηijk) ∈ Fn
3

be such that the only nonzero components of ρ are

ρini = 1F = −ρnii

for 1 6 i 6 n− 1 and the only nonzero components of η are

η123 = 1F = −η213.

It is easy to observe that ρ,η ∈ Ln(F). Now define rn, hn ∈ Lan(F)
by

rn = Θ
−1
(ρ) and hn = Θ

−1
(η)

with Θ as in Remark 2.4.

We have chosen the simpler notation ρ, η instead of the more pre-
cise notation ρn, ηn as n will not vary within our arguments (we
work within a fixed n with n > 3).

Remark 4.2 Keeping the notation of the previous definition, we see
that ρ is the structure vector of the algebra

rn = (V , [, ]rn) ∈ Lan(F)

relative to the basis (v∗i )
n
i=1 of V we have fixed, where the only

nonzero products between elements of this basis are

[v∗i , v∗n]rn = v∗i = −[v∗n, v∗i ]rn

with 1 6 i 6 n− 1.
Moreover, η is the structure vector, again relative to the

basis (v∗i )
n
i=1 of V , for the algebra

hn = (V , [, ]hn) ∈ Lan(F),

where the nonzero products between the elements of this basis are

[v∗1, v∗2]hn = v∗3 = −[v∗2, v∗1]hn .
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Note that h3 is isomorphic to the Heisenberg algebra and that hn is
isomorphic to the Lie algebra direct sum h3 ⊕ an−3. ut

We denote by F-sp(x1, . . . , xn) the set of F-linear combinations of
the elements x1, . . . , xn of V .

Definition 4.3 Let g = (V , [, ]g) ∈ An(F).

(i) We say that g satisfies condition (∗) if [x,y]g ∈ F-sp(x,y) for
all x,y ∈ V .

(ii) We say that g satisfies condition (∗∗) if [x, x]g ∈ F-sp(x) for all
x ∈ V .

It is then immediate that every g ∈ Kan(F) satisfies condition (∗∗).
Moreover, g ∈ An(F) satisfies condition (∗∗) whenever g satisfies
condition (∗) but the converse is not true in general.

It is also clear from the above definition that if g, g1 ∈ An(F) are
isomorphic and in addition g satisfies condition (∗), then g1 also sat-
isfies condition (∗). Hence, the subset

{λ ∈ Fn
3
: λ is a structure vector for some g ∈ An(F)

that satisfies condition (∗)}

of Fn
3

is a union of orbits.

Finally we remark that hn does not satisfy condition (∗) whereas
an, the n-dimensional abelian Lie algebra, satisfies condition (∗).
Later on we will show that rn also satisfies condition (∗) and even
more, that any algebra g ∈ Kan(F) which satisfies condition (∗) is in
fact isomorphic to either an or rn.

We first focus attention on algebras not satisfying condition (∗).
In the proof of the following lemma we use ideas from the proofs
of Theorem 5.2 in [19] and Proposition 2.2 in [18].

Lemma 4.4 Let g = (V , [, ]g) ∈ An(F) and suppose that g satisfies con-
dition (∗∗). Suppose further that g does not satisfy condition (∗). Then g
degenerates to hn. In particular, the hypothesis of the lemma is satisfied by
any g ∈ Kan(F) which does not satisfy condition (∗).
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Proof — Assume the hypothesis. Then there exist elements x,y ∈ V
such that

[x,y]g 6∈ F-sp(x,y).

Observe that the set
{x,y, [x,y]g}

is F-linearly independent. To see this we also need to invoke the fact
that g satisfies condition (∗∗) so, in particular, y cannot be a scalar
multiple of x otherwise we would have that

[x,y]g ∈ F-sp(x) ⊆ F-sp(x,y).

We can thus complete this set to a basis e1 = x, e2 = y, e3 = [x,y]g,
e4, . . . , en of V (recall we assume n > 3). Let

λ = (λijk) ∈ Fn
3

be the structure vector of g relative to (ei)
n
i=1. Then

λ123 = 1F and λ12k = 0F

for all k > 3. Moreover,

λ213 = −1F and λ21k = 0F

for all k > 3 (this follows from the fact that

[e1, e2]g + [e2, e1]g ∈ F-sp(e1, e2)

in view of the hypothesis that g satisfies condition (∗∗)). Finally note
that

λ11k = λ22k = 0F

for all k > 3.

We want to use Lemma 3.9 in order to complete the proof, so let

q̂ = (qi)
n
i=1 ∈ Zn

where qi = 1 for 1 6 i 6 2 and qi = 2 for i > 3. Comparing with Exa-
mple 3.7 (iii), we see that λ(q̂) = η and, moreover, the hypothesis
of Lemma 3.9 is satisfied. We conclude that η ∈ O(λ). ut
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Next we introduce some more subsets of Fn
3
. Let

P = {λ = (λijk)16i,j,k6n ∈ Kn(F) : λijk = 0F whenever k 6∈ {i, j}

and λiji = λkjk whenever j 6∈ {i, k}}.

We also denote by ρ(FG) and η(FG) the FG-submodules of Fn
3

gen-
erated by ρ and η respectively.

It is easy to see that P is an F-subspace of Kn(F) (and also an
algebraic subset of Fn

3
). To compute dimF P, first observe that at

most 2n(n − 1) of the “positions” (i, j, k) ∈ T (with T as in Defini-
tion 3.5) can afford coefficients λijk which can possibly be nonzero.
This is because for each fixed j only the coefficients λiji and λijj
(with i 6= j) can possibly be nonzero. Now the condition λiji = λkjk
whenever j 6∈ {i, k} forces

λi1i = α1 (i 6= 1), λi2i = α2 (i 6= 2), . . . , λini = αn (i 6= n)

for some α1, . . . ,αn ∈ F. Invoking the fact that

λijj = −λjij = −αi

for j 6= i, we conclude that dimF P = n.

Lemma 4.5 P = O(ρ)∪ {0} = O(ρ) = ρ(FG).

Proof — We keep the notation about ρ and rn we have fixed in Re-
mark 4.2. In particular, we have that

[v∗i , v∗n]rn = v∗i = −[v∗n, v∗i ]rn (1 6 i 6 n− 1)

are the only nonzero products between the elements of our basis
(v∗i )

n
i=1. Consider now the new basis (ui)

n
i=1 of V where

ui =

n∑
j=1

βjiv
∗
j

(with βij for 1 6 i, j 6 n being the (i, j)-component of an invert-
ible n×n matrix over F). We then have, for i 6= j, that

[ui,uj]rn = βnjui −βniuj
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(and [ui,ui]rn = 0F). By setting

αi = βni

for i = 1, . . . ,n (note that at least one of the αi is nonzero since the
matrix (βij) is invertible) and comparing with the discussion imme-
diately before the lemma we get that

P = O(ρ)∪ {0}.

Invoking now the fact that P is an F-subspace of Kn(F), we get that P
is in fact an FG-submodule of Fn

3
, from which the equality

P = ρ(FG)

follows easily. Finally, combining the fact that P is Zariski-closed with
the fact that 0 ∈ O(ρ) we get that P = O(ρ). ut

We remark in passing that if s is the subalgebra of rn having
F-sp(v∗1, v∗n) as its underlying vector space, then a consequence
of Lemma 4.5 is that there is no degeneration from rn to s⊕ an−2
(Lie algebra direct sum). However, this is not a counterexample to
the result in Example 3.10 (ii) as s in fact is not an ideal of rn.

Corollary 4.6 (i) rn satisfies condition (∗).
(ii) Let λ ∈ Fn

3
. Then λ belongs to P if, and only if, λ is a structure

vector for some algebra g ∈ Kan(F) which satisfies condition (∗).

Proof — (i) Let x,y ∈ V . Keeping the notation we have fixed in Re-
mark 4.2 we see that if y ∈ F-sp(x) then [x,y]rn = 0V (∈ F-sp(x,y))
since rn ∈ Kan(F). If y 6∈ F-sp(x) then we can complete {x,y} to a
basis of V . But we have seen in the proof of the previous lemma that
for any choice of basis (u ′i)

n
i=1 of V we have

[u ′i,u
′
j]rn ∈ F-sp(u ′i,u

′
j)

for all i, j. It follows that [x,y]rn ∈ F-sp(x,y).
(ii) For the “if” part. Suppose λ = (λijk) ∈ Fn

3
is the structure

vector, relative to the basis (ei)
n
i=1 of V , of g = (V , [, ]) ∈ Kan(F),

where g satisfies condition (∗). It follows from the properties we have
assumed for g that

λiik = 0F and λijk = −λjik
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for all i, j, k and that λijk = 0F whenever k 6∈ {i, j}. Now let j 6∈ {k, i}
with k 6= i. We then have,

[ei, ej] = λijiei + λijjej

and
[ek, ej] = λkjkek + λkjjej.

This gives

[(ei + ek), ej] = [ei, ej] + [ek, ej] = λijiei + λkjkek + (λijj + λkjj)ej.

But from hypothesis [(ei + ek), ej] ∈ F-sp(ei + ek, ej). This forces

λiji = λkjk

since ei, ej, ek are three distinct elements of the above basis. We
conclude that λ ∈ P.

The “only if” part is immediate from item (i) of this corollary
and Lemma 4.5 since both rn and an belong to Lan(F) ⊆ Kan(F). ut

Now rn, hn are not isomorphic, so P ∩O(η) = ∅ in view of Lem-
ma 4.5. Moreover, combining Lemmas 4.4, 4.5 and Corollary 4.6 with
the fact that

0 ∈ O(λ)

for any λ ∈ Fn
3

we get the following corollary.

Corollary 4.7 Let λ ∈ Kn(F) \P.
(i) η ∈ O(λ).
(ii) If, in addition, λ 6∈ O(η), then O(λ) contains at least 3 distinct

orbits.

In the following remark we collect some facts about the algebra hn
we will use later.

Remark 4.8 (i): dimF Z(hn) = n− 2.
Indeed, comparing with the discussion in Remark 4.2 we easily see
that

{v∗3, . . . , v∗n} ⊆ Z(hn),

so F-sp(v∗3, . . . , v∗n) ⊆ Z(hn). In order to conclude that

dimF Z(hn) = n− 2,
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it is enough to show that Z(hn) ⊆ F-sp(v∗3, . . . , v∗n). But if

z = α1v
∗
1 + . . .+αnv

∗
n ∈ Z(hn) (αi ∈ F),

then
α1v
∗
3 = [z, v∗2]hn = 0V = [v∗1, z]hn = α2v

∗
3

which forces α1 = 0F = α2.
(ii): hn ∈ Ban(F).

To see this, note that for x1, x2 ∈ V ,

[x1, x2]hn = αv∗3

for some α ∈ F which in turn shows that [x1, x2]hn ∈ Z(hn). Alterna-
tively, we can observe that∑

l

ηijlηlkm = 0F

for 1 6 i, j, k,m 6 n which in turn shows that η ∈ Bn(F).

Lemma 4.9 Let

g = (V , [, ]) ∈ Kan(F)∩Ban(F)

with dimF(ann g) = n− 2. Then g ' hn.

Proof — Assume the hypothesis. By extending a basis of ann g to
a basis of V we get an F-subspace decomposition

V = F-sp(b1,b2)⊕ ann g;

in particular, the elements b1,b2 of V do not belong to ann g, which
also gives that [b1,b2] 6= 0V . From the hypothesis,

[b1,b2] ∈ ann g

since
[[b1,b2], x] = 0V = [x, [b1,b2]]

for all x ∈ V . By completing {[b1,b2]} to a basis of ann g we obtain a
basis of V of the form (ei)

n
i=1, where

e1 = b1, e2 = b2, e3 = [b1,b2]



70 N.M. Ivanova – C.A. Pallikaros

and
ann g = F-sp(e3, . . . , en)

(clearly [b1,b2] 6∈ F-sp(b1,b2) since [b1,b2] ∈ ann g \ {0V }). Finally,
invoking the fact that g ∈ Kan(F) we get that the structure vector
of g relative to the basis (ei)

n
i=1 is precisely η which is enough to

complete the proof. ut

Lemma 4.10 The only proper degeneration of hn is to the abelian Lie
algebra an. In other words, O(η) = O(η)∪ {0}.

Proof — Let g ∈ An(F), with g 6= an, be a proper degenera-
tion of hn. Clearly, g ∈ Lan(F) since hn ∈ Lan(F) and as we have
seen, Ln(F) is an algebraic subset of Fn

3
. Our assumption g 6= an

ensures that
dimF Z(g) 6 n− 2

(see Remark 3.12). On the other hand, dimF Z(g) > n − 2 in view
of Lemma 3.17 and Remark 4.8 (i) since there is a degeneration
from hn to g. We conclude that

dimF Z(g) = n− 2.

Moreover, we have g ∈ Ban(F) since hn ∈ Ban(F) and Bn(F) is also an
algebraic subset of Fn

3
. Invoking Lemma 4.9 we then get that

g ' hn,

a contradiction. The desired result now follows from the fact that any
algebra structure in An(F) degenerates to an (see Example 3.10 (i)). ut

We can now provide a proof of the first of our two main results.

Proof of Theorem 1.1 — Combine Lemma 4.5, Corollary 4.7
and Lemma 4.10. ut

We next look at some consequences of the results so far in this
section.

4.1 On the composition series of the FG-module Kn(F)

Definition 4.11 Let

g = (V , [, ]g) ∈ An(F) .
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Fix x ∈ V . We define the adjoint map in g (relative to x) by

adx : V → V : y 7→ [x,y]g, (y ∈ V).

Then adx is an F-linear map. We say that the algebra structure g is
unimodular if

trace(adx) = 0F

for each x ∈ V .

Remark 4.12 Suppose that

(u1, . . . ,un)

is an F-basis of V and that g∈An(F). Observe that if

λ = (λijk) ∈ Fn
3

is the structure vector of g relative to (u1, . . . ,un), then

trace(adui) =
n∑
j=1

λijj.

Let x = α1u1 + . . .+αnun ∈ V (αi ∈ F). We then have that

trace(adx) =
n∑
i=1

αitrace(adui).

It follows that g is unimodular if, and only if, trace(adui) = 0F for
1 6 i 6 n, and this last condition holds true if, and only if,

n∑
j=1

λijj = 0F

for 1 6 i 6 n. ut

Definition 4.13 Define Un(F) to be the setλ = (λijk) ∈ Kn(F) :

n∑
j=1

λijj = 0F for i = 1, . . . ,n

 .
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It is then immediate that Un(F) is an F-subspace of Fn
3
. More-

over, Un(F) is also a union of orbits in view of Remark 4.12. We can
thus regard Un(F) as an FG-submodule of Fn

3
.

Next we compute dimF Un(F). Assume first that

λ = (λijk) ∈ Kn(F) .

This forces
λiik = 0 and λijk = −λjik

for 1 6 i, j, k 6 n. We see that this results in λ having

1

2
n2(n− 1) (= dimF Kn(F))

“free” positions, the components in the remaining positions of λ be-
ing forced. With T as in Definition 3.5 we can take for example

T1 = {(i, j, k) ∈ T : i < j}

as our set of “free” positions for λ. The fact that

λijk = −λjik

ensures that T2 ∪ T3, where

T2 = {(i, j, k)∈T : i < j and k 6∈ {i, j}}

and
T3 = {(i, j, k)∈T : i 6= k and k = j},

can also be taken as the set of “free” positions for λ ∈ Kn(F). We
now make the further assumption that λ ∈ Un(F). Note that T2 has
exactly

1

2
n(n− 1)(n− 2)

members and no new constraints are imposed on the corresponding
coefficients by our further assumption (giving

1

2
n(n− 1)(n− 2)
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“free” positions for λ ∈ Un(F) from set T2). The set T3 has exactly
n(n− 1) members which can be conveniently partitioned into n dis-
joint classes each having (n− 1) members. These are the classes

{(1, j, j) : j 6= 1}, {(2, j, j) : j 6= 2}, . . . , {(n, j, j) : j 6= n}.

Now for λ to be an element of Un(F) what is required is precisely
the condition that the sum of the coefficients of λ corresponding to
the positions within each one of the above classes equals 0F. This
gives n(n− 2) “free” positions for λ from set T3. We conclude that

dimF Un(F) = 1
2n(n− 1)(n− 2) +n(n− 2) = 1

2n(n− 2)(n+ 1)

= dimF Kn(F)−n = dimF Kn(F)−dimF ρ(FG).

We are now ready to construct a spanning set for Un(F) which we
will need in the next lemma. For 1 6 r, s, t 6 n with r < s and
t 6∈ {r, s}, define λ̂(r, s, t) to be the structure vector (̂λijk) ∈ Un(F)
where

λ̂ijk =


1F, if (i, j, k) = (r, s, t),

−1F, if (i, j, k) = (s, r, t),

0F, otherwise.

Moreover, for 1 6 r, s, t 6 n with s 6= t and r 6∈ {s, t} define λ̃(r, s, t)
to be the structure vector (̃λijk) where

λ̃ijk =


1F, if (i, j, k) = (r, s, s) or (i, j, k) = (t, r, t),

−1F, if (i, j, k) = (r, t, t) or (i, j, k) = (s, r, s),

0F, otherwise.

It is then an easy consequence of the preceding discussion that the
union

{λ̂(r, s, t) : 1 6 r, s, t 6 n with r < s and t 6∈ {r, s}}

∪ {λ̃(r, s, t) : 1 6 r, s, t 6 n with s 6= t and r 6∈ {s, t}}

is in fact a spanning set for Un(F).
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Lemma 4.14 Un(F) = η(FG).

Proof — Note first that η = λ̂(1, 2, 3). It follows that η ∈ Un(F) and
hence

η(FG) ⊆ Un(F) .

To prove that Un(F) ⊆ η(FG) it is enough to show that the above
spanning set we have constructed for Un(F) is contained in η(FG).
It will be convenient in what follows to identify a permutation in the
symmetric group Sn with the permutation matrix in G = GL(n, F)
obtained by applying this permutation on the rows of the identity
matrix. It is then easy to check that for g ∈ Sn and

λ = (λijk) ∈ Fn
3
,

we have
λg = (λ ′ijk) ∈ Fn

3
,

where
λ ′ijk = λg(i),g(j),g(k).

So, starting with
η = λ̂(1, 2, 3)

we can obtain (inside η(FG)) all elements of Un(F) of the form

λ̂(r, s, t),

with 1 6 r, s, t 6 n and such that r < s and t 6∈ {r, s}, we have
described above.

We next consider the action on η by the elementary matrix g ′ ob-
tained from the identity matrix by adding the second column of the
identity matrix to its third column. Then

ηg ′ = λ̂(1, 2, 3)g ′ = λ̂(1, 2, 3) − λ̂(1, 3, 2) − λ̃(1, 2, 3),

so
λ̃(1, 2, 3) ∈ η(FG).

Considering now λ̃(1, 2, 3) and acting successively by the permuta-
tions

(3 4), (4 5), . . . , (n−1n)
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we obtain the elements

λ̃(1, 2, 4), λ̃(1, 2, 5), . . . , λ̃(1, 2,n)

inside η(FG). By setting g ′′ to be the n-cycle (nn−1 . . . 2 1) ∈ Sn, we
see that

{λ̃(2, s, t) : 1 6 s, t 6 n with s 6= t and 2 6∈ {s, t}} ⊆ η(FG).

Finally, it is easy to see that further applications of g ′′ on this last
subset of elements of η(FG) generate the remaining elements of the
spanning set we have constructed above. ut

Below we discuss the composition series of Kn(F) as an FG-mo-
dule. For this we need to consider the cases

char F 6 |(n− 1) and char F|(n− 1)

separately. Recall our assumption that F is an arbitrary infinite field
and that n > 3. We include a preliminary remark first.

Remark 4.15 A useful observation is that ρ ∈ Un(F) if, and only if,

char F|(n− 1).

This is easily seen by considering the basis

(v∗1, . . . , v∗n)

of V we have fixed relative to which ρ is the structure vector of

rn = (V , [, ]rn) ∈ Kan(F)

where
[v∗i , v∗n] = v

∗
i

for 1 6 i 6 n− 1 (see Remark 4.2). Then

trace(adv∗i ) = 0F

for 1 6 i 6 n− 1 and trace(adv∗n) = −(n− 1) · 1F.
Also note that ρ(FG) is an irreducible FG-submodule of Kn(F) for

any field F, since, as sets, ρ(FG) = O(ρ)∪ {0}. ut
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(i): case char F 6 |(n− 1).
Then

ρ(FG)∩η(FG) = {0}

in view of the above remark (recall η(FG) = Un(F) always). More-
over, our assumption on char F ensures that η(FG) is an irredu-
cible FG-module. Indeed, suppose M is a nonzero FG-submodule
of η(FG). Then there exists

λ ∈M \ {0}.

Since λ 6∈ ρ(FG), invoking Corollary 4.7 we see that

η ∈ O(λ).

But O(λ) ⊆M since M, as an FG-submodule of Fn
3
, is a Zariski-clo-

sed subset of Fn
3

containing O(λ). It follows that η ∈ M. We con-
clude that

M = η(FG)

since
η(FG) ⊆M ⊆ η(FG).

This establishes that η(FG) is irreducible when char F 6 |(n− 1). So,
in this case, ρ(FG) and η(FG) are both irreducible FG-submodules
of Kn(F). Moreover, their dimensions as F-spaces add up to
dimF Kn(F) (see the discussion after Definition 4.13) giving

Kn(F) = ρ(FG)⊕η(FG).

We conclude that in this case, Kn(F) has precisely two composition
series, namely {0} ⊆ ρ(FG) ⊆ Kn(F) and {0} ⊆ η(FG) ⊆ Kn(F).
This is because any irreducible FG-submodule of Kn(F) which is
not equal to ρ(FG) must necessarily be η(FG) by similar argument
as above since such a module contains an element µ with η ∈ O(µ).

(ii): case char F|(n− 1).
Then ρ ∈ η(FG) and hence

ρ(FG) ⊆ η(FG).

Since ρ(FG) is always irreducible (regardless of the characteristic
of F) we get, again by similar argument as above, that ρ(FG) is the
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only irreducible FG-submodule of Kn(F) when char F|(n− 1) and, in
addition, that every composition series for Kn(F) necessarily begins
with

{0} ⊆ ρ(FG) ⊆ η(FG).

5 A proof of Theorem 1.2

We assume that F is an arbitrary infinite field and that n > 2 through-
out this section.

Definition 5.1 Following [18] we introduce the algebra structu-
res dn and en(α), for α ∈ F, as follows. Let

δn = (δijk) ∈ Fn
3

be the structure vector which has δ112 = 1F as its only nonzero com-
ponent. Also, for α ∈ F, let

εn(α) = (εijk(α)) ∈ Fn
3

be the structure vector which has

ε111(α) = 1F, ε1ii(α) = α

for 2 6 i 6 n and
εi1i(α) = (1F −α)

for 2 6 i 6 n as its only components which can possibly be nonzero.
Finally define the algebra structures

dn, en(α) ∈ An(F)

by
dn = Θ−1(δn)

and
en(α) = Θ

−1(εn(α))

with Θ as in Remark 2.4.

We now collect some immediate consequences of this definition.
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Remark 5.2 (i) Fix α ∈ F and let (β1, . . . ,βn) ∈ Fn. Also let

g(α;β1, . . . ,βn) = (V , [, ]) ∈ An(F)

be the algebra structure which, relative to our basis (v∗i )
n
i=1, has the

following as the only components which can possibly be nonzero:

[v∗i , v∗i ] = βiv
∗
i , (1 6 i 6 n)

and
[v∗i , v∗j ] = αβiv

∗
j + (1−α)βjv

∗
i

(for 1 6 i, j 6 n, i 6= j). It is easy to check that

O(εn(α)) = {Θ(g(α;β1, . . . ,βn)) : (β1, . . . ,βn) 6= (0F, . . . , 0F)}.

It follows that, for each α ∈ F, the union

O(εn(α))∪ {0}

is an F-subspace of Fn
3
, and

O(εn(α)) = O(εn(α))∪ {0}.

Moreover, for α1, α2 ∈ F with α1 6= α2 we have

O(εn(α1))∩O(εn(α2)) = ∅.

Finally note that δn does not belong to any of these orbits.

(ii) The algebra structure

dn = (V , [, ]dn) ∈ An(F)

satisfies the commutativity relation [x,y]dn = [y, x]dn for all x,y ∈ V .
Moreover, dn∈Ban(F) and dimF(ann dn)=dimF(annL dn) = n−1. ut

Lemma 5.3 O(δn) = O(δn)∪ {0}.

Proof — Let
g = (V , [, ]g) ∈ An(F)

be any degeneration of dn with g 6= an. In view of the above remark
we get that g ∈ Ban(F) and also that [x,y]g = [y, x]g for all x,y ∈ V .
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Invoking Lemma 3.17 we get in addition that

dimF(ann g) = dimF(annL g) = n− 1.

We can thus complete a basis (ei)
n
i=2 of ann g to a basis (ei)

n
i=1 of V .

Then
[e1, e1]g 6= 0V

(otherwise we would have ann g = V). The fact that g ∈ Ban(F) also
ensures that

[e1, e1]g ∈ ann g and [e1, e1]g 6∈ F-sp(e1).

Hence we can consider a basis (vi)
n
i=2 of ann g with v2 = [e1, e1]g.

Completing to a basis (vi)
n
i=1 of V with v1 = e1 we get that g ' dn. ut

For the remaining lemmas we use ideas similar to those of Proposi-
tion 2.2 in [18]. To obtain results over an arbitrary field we also make
use of Lemma 3.9.

Lemma 5.4 Let g = (V , [, ]) ∈ An(F) and suppose g does not satisfy
condition (∗∗). Then g degenerates to dn.

Proof — Assume the hypothesis and let x ∈ V be such that

[x, x] 6∈ F-sp(x).

Clearly x 6= 0V and we can consider a basis (ei)
n
i=1 of V with e1 = x

and e2 = [x, x]. Let
λ = (λijk)

be the structure vector of g relative to this basis and set

q̂ = (qi)
n
i=1 ∈ Zn

with q1 = 1 and qi = 2 for i > 2. Invoking Lemma 3.9 we get the
desired result. ut

Combining the results of this section so far with Lemma 4.4 and Co-
rollary 4.6, in order to complete the proof of Theorem 1.2 it suffices to
consider the case g ∈ An(F) \Kan(F) with g satisfying condition (∗).

Lemma 5.5 Let g = (V , [, ]) ∈ An(F) \Kan(F) and suppose g satisfies
condition (∗). Then g degenerates to en(α) for some α ∈ F.
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Proof — Assume the hypothesis. Since there exists x ∈ V with

[x, x] 6= 0V ,

we can consider, by scaling if necessary, a basis

(ei)
n
i=1

of V such that [ei, ei] = ei for 1 6 k 6 n and [ei, ei] = 0 for k+ 1 6
i 6 n (for some k > 1). Now let ξ ∈ F∗ and fix i with 2 6 i 6 k.
Considering the product

[e1 + ξei, e1 + ξei]

(which equals to αξ(e1 + ξei) for some αξ ∈ F) and combining with
the fact that

[e1, ei] + [ei, e1] = γ1e1 + γiei

for some (constant) γ1,γi ∈ F we get that

αξ = γi + ξ = 1F + ξγ1.

As a consequence we have that

(1F − γi) + (γ1 − 1F)ξ = 0F.

This is true for all ξ ∈ F∗ from which we deduce that

γ1 = γi = 1F.

We conclude that
[e1, ei] + [ei, e1] = e1 + ei

for 2 6 i 6 k. Moreover, setting ξ = −1F in the above argument we
get that

[e1 − ei, e1 − ei] = 0F

for 2 6 i 6 k.

Next we consider the basis (e ′i)
n
i=1 of V where

e ′1 = e1, e ′i = e1 − ei

for 2 6 i 6 k and e ′i = ei for k+ 1 6 i 6 n. By similar argument as
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above (considering the product

[e ′1 + ξe
′
i, e
′
1 + ξe

′
i]

for 2 6 i 6 n) we get that [e ′1, e ′i] + [e ′i, e
′
1] = e

′
i for 2 6 i 6 n.

Now let
λ = (λijk) ∈ Fn

3

be the structure vector of g relative to the basis (e ′i) of V . In view of
the above, we have that λ111 = 1F and

λi1i + λ1ii = 1F

for 2 6 i 6 n. But the λi1i all have the same value for 2 6 i 6 n
(compare with the proof of Corollary 4.6 — we use the fact that g
satisfies condition (∗)). We can thus complete the proof by setting

q̂ = (qi)
n
i=1 ∈ Zn

where q1 = 0 and qi = 1 for 2 6 i 6 n in Lemma 3.9. ut

Finally, an easy adjustment of the above arguments ensures that
for n = 2 the algebras d2 and e2(α) for α ∈ F give a complete list of
elements of

A2(F) \Ka2 (F)

which have a2 as their only proper degeneration.
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